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SUMMARY

Distributed dynamic average consensus is investigated under quantized communication data. We use a
uniform quantizer with constant quantization step-size to deal with the saturation caused by the dynamic
consensus error and propose a communication feedback-based distributed consensus protocol suitable for
directed time-varying topologies to make the internal state of each agent’s encoder consistent with the out-
put of its neighbors’ decoder. For the case where the communication topology is directed, balanced and
periodically connected, it is shown that if the difference of the reference inputs satisfies some bounded-
ness condition, then the designed quantized dynamic consensus protocol can ensure the states of all the
agents achieve dynamic average consensus with arbitrarily small steady state error by properly choosing sys-
tem parameters. The lower bound of the required quantization levels and the method to choose the system
parameters are also presented. Copyright © 2014 John Wiley & Sons, Ltd.
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1. INTRODUCTION

Recently, distributed consensus of multi-agent systems (MASs) has gained increasing research
attention [1–11]. This topic is aimed at discussing how to design a distributed protocol based on
local information to ensure that all the states of the agents converge to a common value. When the
common value is the average of the initial states of all the agents, the consensus is called static aver-
age consensus; when the common value is the average of the time-varying reference inputs of all the
agents, it is called dynamic average consensus, where the reference inputs may be the information
such as agents’ position, attitude, and temperature of the environment. Dynamic average consensus
protocols have been applied to many practical areas, such as distributed tracking [12, 13], distributed
estimation [14], and formation control [15].

In the substantial body of previous works, one meaningful research line is about how to design
distributed consensus protocols when the communications are with constraints, such as communi-
cation noises [16, 17], packet losses [18], and energy and bandwidth limitations [19]. Sometimes,
digital communication channels with limited data rate may be used by each pair of adjacent agents
to exchange information. In this case, only symbol information instead of the real number sequence
can be transmitted, which makes it necessary to apply some information quantization techniques.
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In the control theory field, results on distributed quantized consensus have been gradually coming
up, which mainly focus on the static consensus problem [19–25]. Based on quantized data, Carli et
al., Frasca et al., and Kashyap et al. [20–22, 24] developed different types of distributed consensus
algorithms, such as gossip averaging protocols and average-preserving consensus protocols, to make
the agents’ states converge to the initial state average or its integer approximation with an error no
greater than 1. However, these works require each uniform quantizer has infinite quantization levels.
For the case of undirected fixed topology, Li et al. [19] investigated the following basic problem:
to ensure an MAS to achieve consensus, how many bits of information does each pair of adjacent
agents need to exchange at each time step? The authors proved that for any uniform quantizer with
finite quantization levels, one can always get an average consensus with exponential convergence
rate by properly choosing the system parameters. Zhang and Zhang [25] further discussed the case
of time-varying topologies and proposed a communication feedback-based distributed consensus
protocol to deal with the inconsistence between the internal state of each agent’s encoder and the
output of its neighbors’ decoder. The authors also gave a finite lower bound of the communication
data rate between each pair of adjacent agents to ensure the exponential consensus.

For the dynamic consensus problem, the existing works are mainly concentrating on MASs with
ideal and constraint-free communication channels [12, 26–29], and the case of quantized commu-
nications has not received enough attention. For the continuous-time case, Ren [28] proposed a
proportional–derivative consensus protocol and made the agents’ states to track a common time-
varying reference input available to only a subset of agents. Spanos et al. and Freeman et al. [12, 27]
considered the case where the reference inputs of agents were different. The goal of each agent is
to track the average of the time-varying signals by use of local communications with its neighbors.
Precisely, by a frequency-domain method, Spanos et al. [12] gave a dynamic consensus protocol
under undirected fixed topology and achieved a zero steady-error tracking for polynomially bounded
time-varying reference inputs. Freeman et al. [27] proposed proportional and proportional–integral
dynamic consensus protocols under time-varying topologies and showed the designed algorithms
could track the average of constant or slowly time-varying reference inputs with bounded steady
error. For the discrete-time case, Cao et al. [26] gave a proportional–derivative consensus protocol
to track a common time-varying reference input available to only a subset of agents under directed
fixed topology. Under some conditions on the varying rate of the reference input, the discretiza-
tion step-size, and the gain parameter, the consensus error (CE) was shown to be bounded. Zhu and
Martínez [29] designed a discrete-time average consensus algorithm for MASs with directed time-
varying topologies and different reference inputs. Under a boundness condition on the differences
of the reference inputs, it was shown that the steady CE can be made arbitrarily small provided that
the discretization step-size is properly chosen.

In this paper, distributed dynamic average consensus problem is investigated for discrete-time
MASs under quantized communication data. By exchanging integer-valued information among
neighboring agents, we make the MASs track the average of a set of time-varying reference inputs
measured independently by each agent. Dynamic consensus protocols suitable for both directed
fixed topology and directed time-varying topologies are designed. It is shown that under some
boundedness condition on the difference of the reference inputs, the state CE will eventually enter
into a small neighborhood of the average of reference inputs that highlights its dependence on
the system parameters such as the discretization step-size, the quantization step-size, and the gain
parameter. When the number of the agents are fixed, a method to choose the quantization level and
the system parameters is also presented.

The remainder of this paper is organized as follows. In Section 2, we present some notions on
graph theory and describe the problem to be studied. In Section 3, we devote to discussing the
quantized dynamic average consensus problem under both directed fixed topology and directed
time-varying topologies. In Section 4, we illustrate the results by two numerical examples. In
Section 5, we give some concluding remarks and a discussion on future works.

The following is a table of the basic notations to be used throughout this paper.
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In the n dimensional identity matrix.
1n an n dimensional vector whose elements are all ones.

kXk1 the1-norm of the matrix X .
Aˇ B the Hadamard product of the two matrices A and B .
bac the maximum integer less than or equal to the positive number a.
dae the minimum integer greater than or equal to the positive number a.
b jj the j th entry of the vector b 2 RN .
xi .t/ the state of agent i .
�j i .t/ the internal state of the encoder ˚j i .
�j i .t/ the output of the encoder ˚j i .
Oxj i .t/ the output of the decoder �ij .

h the gain parameter.
G the directed communication topology graph.

LG the Laplacian matrix of G.
NCi the in-neighbors of agent i .
N�i the out-neighbors of agent i .

2. PRELIMINARIES AND PROBLEM FORMULATION

2.1. Preliminaries for network modeling

We first give some standard graph modeling for the communication network topology. A weighted
digraph (communication graph) G D ¹V; EG ;AGº consists a node set V D ¹1; � � � ; N º, an edge set
EG � V � V , and a weighted adjacency matrix AG D Œaij � 2 RN�N . A directed edge .i; j / 2 EG
if and only if there is a communication link from i to j I aij > 0, and aij > 0 if and only if
.j; i/ 2 EG . When AG is symmetric, G is called an undirected graph; when

PN
jD1 aij D

PN
jD1 aj i

for all i;G is called a balanced graph. A directed path from i1 to ik consists of a sequence of edges
.i1; i2/; .i2; i3/; � � � ; .ik�1; ik/. A directed tree is a digraph, where each node except the root has
exactly one parent. The graph is said to be strongly connected if there is a directed path from each
node to any other node. A spanning tree of G is a directed tree whose node set is V and whose edge
set is a subset of EG . NCi D ¹j 2 V W .j; i/ 2 EGº and N�i D ¹j 2 V W .i; j / 2 EGº denotes
the in-neighbors and out-neighbors of node i , respectively. LG D DG � AG denotes the Laplacian
matrix of G, where DG D diag¹

P
j2N

C

i

aij º. For an undirected graph G, the eigenvalues of LG
are denoted by 0 D �1.LG/ 6 �2.LG/ 6 � � � 6 �N .LG/. The mirror graph of the digraph G is
denoted by OG D ¹V; E OG ;A OGº, with the same node set, the edge set E OG D EG [ QEG and the symmetric
adjacency matrix A OG D Œ Oaij �, where QEG is the reverse edge set of G obtained by reversing the order
of nodes of all the pairs in EG , and Oaij D Oaj i D

aijCaji
2

.

2.2. Problem formulation

For an MAS with N agents, we will consider the distributed dynamic average consensus problem
over digital communication channels. The dynamics of each agent is described by the following
first-order difference equation:

xi .t C �/ D xi .t/C ui .t/; i D 1; � � � ; N; (1)

where xi .t/ 2 R and ui .t/ 2 R denote the state and control of the i th agent, respectively; the update
time instant t has the form t D p� with p > 0 being an integer and � > 0 being the discretization
step-size.

The communication scheme between each pair of adjacent agents consists of a dynamic encoder–
decoder pair and an unreliable digital communication channel. Because the digital channel can
only transmit symbol information, the real-valued state of each agent should be quantized first at
the sender side by using the dynamic encoder, and the symbol information is then decoded into
some estimate of the real-valued state at the receiver side by using the dynamic decoder. Because
the communication link is unreliable, the communication network topology may be time-varying.

Copyright © 2014 John Wiley & Sons, Ltd. Int. J. Robust Nonlinear Control 2015; 25:1704–1720
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The encoder and decoder are designed based on the following (2K C 1)-level uniform quantizer
q.�/ W R! ƒ D ¹0;˙i; i D 1; � � � ; Kº:

q.y/ D

8̂̂̂
<
ˆ̂̂:

0; �1=2 6 y < 1=2;
i; .2i � 1/=2 6 y < .2i C 1/=2;

i D 1; � � � ; K � 1;
K; y > .2K � 1/=2;
�q.�y/; y 6 �1=2;

(2)

where ƒ denotes the set of quantization levels, and K is a positive integer.
Based on the earlier communication scheme and system dynamics (1), the distributed dynamic

average consensus problem is to design a control ui .t/ for each agent i based on only local quantized
information such that the states of all the agents converge asymptotically to the average of the
reference inputs ¹ri .t/; i D 1; � � � ; N; t > 0º, that is,

lim
t!1

�����xi .t/ � 1

N

NX
iD1

ri .t/

����� D 0;
where ri .t/ is the local time-varying reference input of agent i , which can only be known by agent i .

3. DYNAMIC CONSENSUS UNDER QUANTIZED COMMUNICATION DATA

In this section, we will design a distributed dynamic consensus protocol by using quantized data
under the directed time-varying topology sequence ¹G.t/ D ¹V; EG.t/;AG.t/º; t D p�; p D
0; 1; � � � º and obtain the explicit lower bound of quantization levels to ensure the exponential
consensus of the whole system.

Intuitively, the main idea for the design of the dynamic consensus protocol is that one part of
the protocol is used to drive the state of each agent to track the reference signal measured by itself
and, at the same time, the other part of the protocol makes the whole agent achieve consensus
under the time-varying topology by using the same error-compensation approach. One difficulty
here is to deal with the inconsistence between the internal state of each agent’s encoder and the
output of its neighbors’ decoder caused by the dynamic switches of communication topologies.
Thus, the key idea of the dynamic consensus protocol design is to construct a suitable encoder–
decoder scheme such that both the sender and the receiver agent can obtain the same estimates of the
sender’s states even though the communication graph is time-varying, and the error-compensation
approach [19] can then be applied to design the consensus protocol. We first present the design of
the encoder–decoder scheme and then give the formal statement of the dynamic consensus protocol.

At the sender side of the channel .j; i/ 2 EG , agent j.j D 1; � � � ; N / encodes its state by the
encoder ˆj i and sends its encoded information to its out-neighbor i 2 N�j . The encoder ˆj i 2

ˆj
4
D ¹ˆj i W i 2 N

�
j º is defined by

�j i .0/ D 0

�j i .t/ D q
�
	�1.xj .t/ � �j i .t � �//

�
�j i .t/ D

²
	�j i .t/C �j i .t � �/; if i receives �j i .t/ from j at time t;
�j i .t � �/; otherwise; t D p�; p D 1; 2; � � � ;

(3)

where �j i .t/ is the internal state ofˆj i ; �j i .t/ is the output ofˆj i ; and q.�/ is the uniform quantizer
defined in (2) with the quantization step-size 	.

At the receiver side of the channel .j; i/ 2 EG , agent i 2 N�j estimates the state of agent j by

use of the decoder ‰ij 2 ‰i
4
D ¹‰ij W j 2 N

C
i º, which is defined by

Oxj i .0/ D 0

Oxj i .t/ D

²
	�j i .t/C Oxj i .t � �/; if i receives �j i .t/ from j at time t;
Oxj i .t � �/; otherwise, t D p�; p D 1; 2; � � � ;

(4)
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where Oxj i .t/ is the output of‰ij at time t . From (3) and (4), the same recursive definition and initial
value ensure �j i .t/ D Oxj i .t/. This means the same estimates of the sender’s states can be obtained
at both the sender side and the receiver side, which is the key to applying the error-compensation
design approach.

Remark 1
Here, we do not use the quantizer with the scaling function g.t/ as it did in [25] for the quantized
static consensus problem and, instead, use a uniform quantizer with a constant quantization step-
size 	. The main reason is that for the case of dynamic consensus, the steady CE may be non-zero
because each agent needs to track the average of time-varying references under quantized data,
and in this case, xj .t/ � Oxj i .t/ does not converge to 0 as time goes to infinity. Thus, the dynamic
encoder–decoder will be saturated if the scaling function g.t/.g.t/! 0/ in [25] is used.

Remark 2
One difficulty in the encoder–decoder pair (3)–(4) is that agent j needs to know whether or not its
encoder’s output has been received by its out-neighbor i 2 N�j . Similar to [25], we use a noise-
free communication feedback channel to let each agent know whether or not its encoder’s output is
received by its neighbors (see Remark 3.3 in [25]).

Let

r.t/ D Œr1.t/; � � � ; rN .t/�
T ;

4ri .t/ D ri .t/ � ri .t � �/;

4r.t/ D Œ4r1.t/; � � � ;4rN .t/�
T ;

X.t/ D Œx1.t/; � � � ; xN .t/�
T ;

ı.t/ D X.t/ � JNX.t/; JN D
1

N
11T :

(5)

Based on the earlier communication scheme, for agent i.i D 1; � � � ; N /, we obtain the following
consensus protocol over directed time-varying topologies:

ui .0/ D h
X

j2N
C

i
.0/

aij .0/ Oxj i .0/ � h
X

j2N�
i
.0/

aj i .0/�ij .0/C ri .0/ � xi .0/;

ui .t/ D h
X

j2N
C

i
.t/

aij .t/ Oxj i .t/ � h
X

j2N�
i
.t/

aj i .t/�ij .t/C4ri .t/; t D p�; p D 1; 2; � � � ;
(6)

where h is the gain parameter. Substituting (6) into (1) gives the following compact closed-loop
system:

X.t C �/ D
�
I � hLG.t/

�
X.t/ � h

�
.LG.t/ ˇZ.t// � .LG.t/ ˇZ.t//

T
�

1C4r.t/; (7)

where X.t/ and4r.t/ are given in (5); Z.t/ D Œ´ij .t/�, and ´ij .t/ is defined by

´ij .t/ D

²
Oxj i .t/ � xj .t/; j 2 N

C
i ;

0; otherwise:
(8)

Substituting (3) and (7) into (8), we can obtain the following recursive expression for ´ij .t/.i D
1; � � � ; N /:

´ij .t C �/ D

8̂<
:̂
M ´
ij .t/ � 	q

�
	�1M ´

ij .t/
�
; if j 2 NCi .t C �/;

M ´
ij .t/; if j 2 NCi nN

C
i .t C �/;

0; otherwise;

(9)

where M ´
ij .t/ D ´ij .t/C h

�
.LG.t/ ˇZ.t// � .LG.t/ ˇZ.t//

T
�

1 jj ChLG.t/ı.t/ jj �4 rj .t/.
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Remark 3
The dynamic average consensus protocol (6) is inspired by the following views. The first part is
based on error-compensation idea [9, 19], whose purpose is to make the states of all agents achieve
consensus. The second part is designed for each agent to track the time-varying reference inputs.
Specifically, when Gt is balanced, from 1T Œ.LG.t/ˇZ.t//�.LG.t/ˇZ.t//

T �1 D 0, the closed-loop
system (7) has the following property:

1

N

NX
iD1

xi .t C �/ D
1

N

NX
iD1

xi .t/C
1

N

NX
iD1

4ri .t/

D
1

N

NX
iD1

xi .0/C
1

N

NX
iD1

t=�X
qD0

4ri .q�/ D
1

N

NX
iD1

ri .t/:

(10)

Thus, the protocol (6) makes the state average of the MAS consistent with that of the reference
inputs. This property is important for the convergence analysis of the closed-loop system (7).

Remark 4
To apply the dynamic protocol (6), each agent needs to know the following information: the ref-
erence signal measured by itself, the neighbor link weights, the output of its encoders and its
in-neighbors’ encoders, and the quantization step-size 	. From the discussions later, the choice of
the quantization step-size requires the knowledge of the upper bound of the initial states Cx , the
upper bound of the difference of the reference signal k4r.t/k1, the upper bound of the norm
of the Laplacian matrices L, and the positive lower bound of the algebraic connectivity of the
mirror graphs.

For convenience of the convergence analysis of (7), we make the following assumptions on the
time-varying communication graph sequence ¹G.t/; t D p�; p D 0; 1; � � � º, and the time-varying
reference inputs ¹ri .t/; t > 0; i D 1; � � � ; N º.
(A1) ¹G.t/ D ¹V; EG.t/;AG.t/º; t D p�; p D 0; 1; � � � º is a balanced digraph sequence, and

there is an integer l0 > 0 such that infm>0 �
l0
ml0
> �0 > 0, where �l0

k
D �2.L OGl0

k

/;Gl0
k
DPkC�l0�1

iDk
G.k C i�/; �l0 D

l0
�
; OGl0
k

is the mirror graph of Gl0
k

.
(A2) There is a positive integer p0, such that for any time instant t > 0 and any agent j 2 NCi ; i D
1; � � � ; N; j 2 NCi .t1/ holds at least once in Œt; t C p0�/. In addition, for any time instant t2
satisfying t2 � t 6 p0� , we have supt kr.t/ � r.t2/k1 6 Cp , where Cp is a positive constant.

(A3) For any � > 0, there is a constant 
 > 0 such that

4R.t/
4
D k4r.t/ � JN 4 r.t/k1 6 �
; 8t > 0:

Remark 5
Assumption (A1) is equivalent to the periodical connectivity condition [17, Lemma 4.1]: there
is a positive integer l0 such that for any t > 0;

PtCl0�1
kDt

G.k/ contains a spanning tree. From
[25, Remark 3.5], Assumption (A1) is a sufficient and necessary condition to ensure an exponen-
tial convergence of the distributed consensus protocol for the case of ideal communication data and
directed balanced time-varying topology. In the case of finite communication data rate, Assumption
(A2) ensures that the encoder (3) and decoder (4) of each agent are not saturated. If the quantiza-
tion levels of each agent are many enough and ensure that the dynamic encoder and decoder are
not saturated, then we can obtain the consensus convergence even without Assumption (A2) but
cannot achieve the quantitative relationship between the communication data rate and the associ-
ated system parameters. When � ! 0, Assumption (A3) becomes kPri .t/ � JN Pr.t/k1 6 
 , and
thus, Assumption (A3) can be regarded as a discrete-time counterpart of kPri .t/ � JN Pr.t/k1 6 

for some fixed 
 and all time instants t . In the dynamic consensus works with ideal communica-
tion channel, similar assumptions include k4 r.t/=�k 6 
 (bounded changing-rate condition [26])
and k 4 rmax.t/ � 4rmin.t/k 6 �
 (relatively bounded first-order difference condition [29]) with
4rmax.t/ D maxi2V 4ri .t/;4rmin.t/ D mini2V 4ri .t/.

Copyright © 2014 John Wiley & Sons, Ltd. Int. J. Robust Nonlinear Control 2015; 25:1704–1720
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We now consider the convergence analysis of the closed-loop system (7) and give a lower bound
on the communication bits required by each pair of adjacent agents at each time step to guarantee
the dynamic average consensus.

Theorem 1
For the systems (7), (9), (3), and (4) under the time-varying communication topology sequence
¹G.t/; t D p�; p D 0; 1; � � � º, suppose Assumptions (A1), (A2), and (A3) hold. Let d� >
supk d

�.k/, where d�.k/ is the degree of G.k/, that is, d�.k/ D maxi2V
PN
jD1 aij :

K1.h; �; 	; 	1; 	2/ D max

²	
	�1

�
.1C 2hd�/Cx C 2hd

�Cı C Cr
�
�
1

2



C 1;

	
M1 �

1

2



C
3

2

³
;

M1DM1.h; �; 	; 	1; 	2/ D 	
�1CpM

1
2

2 C 	
�1Cr C hd

� C 2h	�1d�M
1
2

2 ;

M2DNC
2
ı �

2�l0
h;�2
CN	�12 .2hd�CxC�
/

2�
2�l0C1

h;�2
C
N	�12 .h	d�C�
/2�

�l0C1

h;�2

�
1��

�l0
h;�2

�
1��h;�2

C
N�h;�1	

�1
1 .hd�	 C �
/2�

�l0
h;�2

1 � �h;�1

2�l0�2X
jD0

�
�l0 � jj �

�
�l0 � 1

�
j
� jX
lD0

C ljh
lLl

C
N�h;�2	

�1
2 .h	d� C �
/2

�
1 � �

�l0
h;�2

�
1 � �h;�2

;

‚1D

8<
:
�h;�1	

�1
1 �

�l0
h;�2

1 � �h;�1

2�l0�2X
jD0

�
�l0�jj�.�l0 � 1/j

� jX
lD0

C ljh
lLl C

�h;�2	
�1
2

�
1 � �

�l0
h;�2

�
1 � �h;�2

9=
;
1
2

;

�h;�1D1 � 2h�0 C

2�l0X
lD2

hlC l2�l0
Ll C 	1; �h;�2 D 1C 2hLC h

2L2 C 	2;

(11)
and �l0 D

l0
�
ICx; Cı andCr are constants satisfyingCx > kX.0/k1; Cı > kX.0/�JNX.0/k1 and

Cr > supt>0 k4r.t/k1IL is a constant satisfyingL > supk kLG.k/kIC
l
j denotes the combinatorial

number by choosing l numbers from j numbers. For any given N# > 0, and K > K1.h; �; 	; 	1; 	2/,
choose the positive parameter vector .h; �; 	; 	1; 	2/ such that �h;�1 2 .0; 1/ and

hd�	 C �
 6
N#

p
N‚1

; (12)

then under the .2K C 1/-level uniform quantizer (2) with quantization step-size 	, the system (7)
achieves the dynamic average consensus with a steady state error # bounded by N# , that is,

# D max
i2V

lim sup
t!1

ˇ̌̌
ˇ̌̌xi .t/ � 1

N

NX
jD1

rj .t � �/

ˇ̌̌
ˇ̌̌ 6 N#: (13)

Proof
See Appendix A. �

Remark 6
On the choice of the parameters .h; �; 	; 	1; 	2/, we need to consider the following factors: the
number of quantization levels 2KC1 should be as less as possible, the discretization step-size should
be as large as possible, and the number �h;�1 measuring the convergence rate should be as small as
possible. Unfortunately, these requirements contradicts each other. Take the relationship between 	
and � for example, when h and 	1 are fixed, by (12) and (11), we know that in order to make the
number of quantization levels 2K C 1 small, 	 should be large. But from (11), it is hard to make
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	 and � large at the same time. Thus, there should be a trade-off. By sacrificing some convergence
rate of the closed-loop system, we can decrease the number of quantization levels through solving
the following minimization problem:

min
.h;�;�;�1;�2/2S1

max

²	
	�1

�
.1C 2hd�/Cx C 2hd

�Cı C Cr
�
�
1

2



C 1;

	
M1 �

1

2



C
3

2

³
;

where

S1 D
´
.h; �; 	; 	1; 	2/ W h > 0; 	 > 0; � > 0; 	1 > 0; 	2 > 0; �h;�1 2 .0; 1/; hd

�	 C �
 6
N#

p
N‚1

μ

with �h;�1 ; �h;�2 ;M1 and ‚1 being defined in (11).

Based on the earlier discussions for the directed time-varying topology, the special case under
the directed fixed topology G D ¹V; EG ;AGº can be easily obtained. The main idea of the protocol
design is the same as the time-varying topology case. Thus, later, we just present results about the
communication scheme, distributed control, and the convergence results, illustrating the differences
from the time-varying topology case. The following assumption on the fixed communication graph
G is needed:

(A4) G is directed, balanced, and contains a spanning tree.

The encoder–decoder scheme suitable for the noise-free digital channel .j; i/ 2 EG contains an
encoder ˆj at the sender side of agent j :8<

:
�j .0/ D 0;

�j .t/ D q
�
	�1.xj .t/ � �j .t � �//

�
;

�j .t/ D 	�j .t/C �j .t � �/; t D p�; p D 1; 2; � � � ;
(14)

and the decoder ‰i at the receiver side of agent i
�
i 2 N�j

�
:²

Oxj i .0/ D 0;

Oxj i .t/ D 	�j .t/C Oxj i .t � �/; t D p�; p D 1; 2; � � � ;
(15)

where �j .t/ is the internal state ofˆj ; �j .t/ is the output ofˆj ; Oxj i .t/ is the output of‰i ; and q.�/
is the uniform quantizer defined in (2) with the quantization step-size 	.

For the directed fixed topology case, the error-compensation type average consensus protocol
(6) becomes

ui .t/ D
X
j2N

C

i

aij
�
Oxj i .t/ � �i .t/

�
C4ri .t/; t D p�; p D 0; 1; � � � : (16)

This together with (14), (15), and (1) gives the closed-loop system in the following compact form:´
X.t C �/ D .I � hLG/X.t/C hLGe.t/C4r.t/;

OX.t C �/ D 	Q
h
	�1.X.t C �/ � OX.t//

i
C OX.t/;

(17)

where X.t/ is defined in (5), OX.t/ D Œ�1.t/; � � � ; �N .t/�
T ; e.t/ D X.t/ � OX.t/,

Q
�
Œy1; � � � ; yN �

T
�
D Œq.y1/; � � � ; q.yN /�

T .
The consensus results corresponding to Theorem 1 can be summarized into the

following theorem.

Theorem 2
For system (17), assume Assumptions (A3) and (A4) hold. Let

K2.h; �; 	; 	3/ D max

²	
	�1.Cx C Cr/ �

1

2



C 1; b‚2c C 1

³
;

‚2 D hd
� C 	�1Cr C h	

�1�
1
2

h;�3

p
NL

°
C 2ı C 	

�1
3 .1 � �h;�3/

�1

�
�
h	L=2C �


�2
C 	�13

�
hCxLC �


�2± 12
;

(18)
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and Cx; Cı and Cr are constants satisfying Cx > kX.0/k1; Cı > kX.0/ � JNX.0/k1 and Cr >
supt>0 k 4 r.t/k1I N�0; L are positive constants, satisfying 0 < N�0 6 �2.L OG/; L > kLGkI OG is the
mirror graph of G. For any given N# > 0, and K > K2.h; �; 	; 	3/, choose the positive parameter
vector .h; �; 	; 	3/ properly such that

�h;�3
4
D 1 � 2h N�0 C h

2L
2
C 	3 2 .0; 1/;

hL

2
	 C �
 6

N#
p
N

h
	3

�
��1h;�3 � 1

�i 1
2

:
(19)

Then, under the .2KC 1/-level uniform quantizer with the quantization step-size 	, the system (17)
achieves dynamic average consensus with a steady state error satisfying

#
4
D max

i2V
lim sup
t!1

ˇ̌̌
ˇ̌̌xi .t/ � 1

N

NX
jD1

rj .t � �/

ˇ̌̌
ˇ̌̌ 6 N#: (20)

Proof
See Appendix B. �

Remark 7
Similar to the time-varying topology case, the choice of the parameter vector .h; �; 	; 	3/ should
give an overall consideration of factors such as quantization levels, discretization step-size and con-
vergence rate, depending on the implementation situation of the protocol (14)–(16). As stated in
Remark 6, if some convergence rate can be sacrificed, then one can decrease the quantization level
by solving the following minimization problem:

min
h;�;�;�32S2

max

²	
	�1.Cx C Cr/ �

1

2



C 1; b‚2c C 1

³
;

where

S2D
´
.h; �; 	; 	3/ W h>0; 	>0; � >0; 	3>0; �h;�3 2 .0; 1/;

hL

2
	 C �
 6

N#
p
N

h
	3

�
��1h;�3 � 1

�i 1
2

μ

with �h;�3 and ‚2 defined in (19) and (18), respectively.

4. NUMERICAL EXAMPLES

In this section, we will give two numerical examples to illustrate the results of Section 3.

Example 1
Consider the network of three agents with the directed communication graph G D ¹V D
¹1; 2; 3º; EG ;AG D Œaij �3�3º, where EG D ¹.1; 2/; .2; 1/; .1; 3/; .3; 1/º; a12 D 0:8; a21 D a31 D
a23 D 0:4, and aij D 0 if .i; j / 62 EG . The reference inputs of each agent are given by
r1.t/ D 4 sin t C 0:5t � 5, r2.t/ D 8 sin t C 0:5t C 1 and r3.t/ D 10 cos t C t C 5. Set N# D 0:1.
Then, by Theorem 2 we can choose h D 0:04; � D 5 � 10�4; 	 D 0:0419, and 	3 D 0:02 to make
(19) hold. Thus, the lower bound of the number of quantization levels is K D 359. Applying the
consensus protocol (14)–(16) to the system (1), the evolution curves of agents’ states, references,
and the average of references are shown in Figure 1, and the curve of the CE of each agent is shown
in Figure 2. It can be seen that the steady CE of each agent is bounded by N# .

Example 2
Consider the network of three agents with the time-varying communication graph G.t/ D
¹V; EG.t/;AG.t/ D Œaij .t/�3�3º, where EG.t/ D ¹.1; 2/; .2; 1/º; a12.t/ D a21.t/ D 0:8; aij .t/ D 0 if
.i; j / 62 EG.t/ when t D 2k; k D 0; 1; � � � I EG.t/ D ¹.1; 3/; .3; 1/º; a13.t/ D a31.t/ D 0:8; aij .t/ D
0 if .i; j / 62 EG.t/ when t D 2k C 1; k D 0; 1; � � � . It can be seen that G.t/ is balanced and
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Figure 1. Curves of agents’ states, references, and average of references under directed fixed topology.

0 200 400 600 800 1000

0

5

10

15

step

co
ns

en
su

s 
er

ro
rs

agent 1
agent 2
agent 3

Figure 2. Curves of consensus errors under directed fixed topology.

0 1000 2000 3000 4000 5000
−5

0

5

10

15

20

25

30

step

st
at

es
 a

nd
 r

ef
er

en
ce

s

x
1

r
1

x
2

r
2

x
3

r
3

(r
1
+r

2
+r

3
)/3

Figure 3. Curves of agents’ states, references, and average of references under directed time-
varying topologies.
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Figure 4. Curves of consensus errors under directed time-varying topologies.

G2t D
PtC1
iDt G.i/ has a spanning tree. The reference inputs of each agent are given as in Example 1.

Set N# D 0:1. Then, by Theorem 1, we can choose h D 0:02; � D 5� 10�4; 	 D 0:0161; 	1 D 0:01
and 	2 D 0:01 to make �h;�1 2 .0; 1/ and (12) hold. Thus, the lower bound of the number of quan-
tization levels is K D 983. Applying the consensus protocol (3)–(6) to the system (1), the curves of
agents’ states, references, and the average of references are shown in Figure 3, and the CE of each
agent is shown in Figure 4. It can be seen that the steady CE of each agent is bounded by N# .

5. CONCLUSIONS

This paper has considered the distributed dynamic average consensus of MASs with noise-free
digital communication channels. To deal with the saturation caused by the dynamic CE, we
use a uniform quantizer with constant quantization step to design the encoder–decoder scheme.
Distributed quantized dynamic consensus protocols suitable for the time-varying topologies are
developed, which are shown to be able to ensure the states of all the agents achieve dynamic con-
sensus with arbitrarily small error by properly choosing system parameters. The lower bound of
the required quantization levels and the method to choose system parameters are also presented.
Future research topics include the quantized dynamic consensus for higher order MASs over random
switching topologies and noisy digital communication channels.

APPENDIX A: PROOF OF THEOREM 1

Proof
From (10), LG.t/JN D 0, and (7), we have

ı.tC�/ D .I�hLG.t//ı.t/�h
�
.LG.t/ ˇZ.t// � .LG.t/ ˇZ.t//

T
�

1C4r.t/�JN4r.t/; (A.1)

where ı.t/;4r.t/ are given by (5), Z.t/ has the recursive form of (9).
We now show that no quantizer is saturated. From (3) and (4), we have Oxij .0/ D 0; j 2 N

C
i ; i D

1; � � � ; N . By K > K1.h; �; 	; 	1; 	2/ and (11), we know that

	�1jM ´
ij .0/j 6 	

�1
�
kX.0/k1 C hkLG.0/k1 � kı.0/k1 C hk.LG.0/ ˇZ.0//1k1

Chk.LG.0/ ˇZ.0//
T 1k1 C k4 r.0/k1

�
<

	
	�1

�
Cx C 2hd

�Cı C 2hd
�Cx C Cr

�
�
1

2



C
3

2

6 K C 1

2
; j 2 NCi ; i D 1; � � � ; N:
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Thus, no quantizer is saturated at the initial time. Suppose that at time k D 0; �; � � � ; t , no quantizer
is saturated. Then, we can claim that no quantizer is saturated at time tC � . By direct computations,
one can obtain LG.k/ ˇZ.k/ D NZ.k/ D

�
Ń ij .k/

�
, where

Ń ij .k/ D

²
aij .k/´ij .k/; if j 2 NCi .k/;
0; otherwise; k D �; � � � ; t C �:

Thus, by (9), we have j Ń ij .k/j 6 aij .k/�

2
, and

��.LG.k/ ˇZ.k//1
��
1
6 d

�	

2
;

��.LG.k/ ˇZ.k//
T 1
��
1
6 d

�	

2
: (A.2)

For any positive integer m, by (A.1), we have

ı..mC 1/l0/ D ˆ..mC 1/l0; ml0/ı.ml0/C

�l0�1X
jD0

ˆ..mC 1/l0 � �;ml0 C j�/

�
�
�h.LG.ml0Cj�/ ˇZ.ml0 C j�//1C h.LG.ml0Cj�/ ˇZ.ml0 C j�//

T 1

C4 r.ml0 C j�/ � JN 4 r.ml0 C j�/
�
;

(A.3)
where ˆ.nC �; i/ D .I � hLG.n//ˆ.n; i/; ˆ.i; i/ D I . Thus,

kı..mC 1/l0/k
2 D ıT .ml0/ˆ

T ..mC 1/l0; ml0/ˆ..mC 1/l0; ml0/ı.ml0/

C 2ıT .ml0/ˆ
T ..mC 1/l0; ml0/

�l0�1X
jD0

ˆ..mC 1/l0 � �;ml0 C j�/

�
h.LG.ml0Cj�/ ˇZ.ml0 C j�//

T 1 � h.LG.ml0Cj�/ ˇZ.ml0 C j�//1

C4 r.ml0 C j�/ � JN 4 r.ml0 C j�/�C I
�
ml0

4
D I3 C I4 C I

�
ml0
;

(A.4)
where

I �ml0 D

�l0�1X
jD0

�
h1T .LG.ml0Cj�/ ˇZ.ml0 C j�// � h1T .LG.ml0Cj�/ ˇZ.ml0 C j�//

T

C4 rT .ml0 C j�/ �4r
T .ml0 C j�/JN

�
ˆT ..mC 1/l0 � �;ml0 C j�/

�

�l0�1X
kD0

ˆ..mC 1/l0 � �;ml0 C k�/
�
h.LG.ml0Ck�/ ˇZ.ml0 C k�//

T 1

�h.LG.ml0Ck�/ ˇZ.ml0 C k�//1C4r.ml0 C k�/ � JN 4 r.ml0 C k�/
�
:

By Assumption (A1), we have

��ˆT..mC1/l0; ml0/ˆ..mC1/l0; ml0/�� 6 kI � 2h
�l0�1X
iD0

L OG.ml0Ci�/k C
2�l0X
lD2

hlC l2�l0

�
sup
t>0
kLG.t/k

�l

6 1 � 2h�0 C
2�l0X
lD2

hlC l2�l0
Ll :

(A.5)
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For any 	1 > 0, by 2xT y 6 	1xT x C 	�11 yT y;8x; y 2 RN , we have

I4 6 	1kı.ml0/k2 C 	�11

0
@1 � 2h�0 C

2�l0X
lD2

hlC l2�l0
Ll

1
A � I �ml0 ; (A.6)

where I4 and I �
ml0

are defined in (A.4). Noticing (A.2), Assumption (A3), and by direct computa-
tions, we can obtain

I �ml0 6 N.hd
�	 C �
/2

2�l0�2X
jD0

.�l0 � jj � .�l0 � 1/j/

jX
lD0

hlC ljL
l ; m > 1:

This together with (A.4)–(A.6) implies that

kı..mC 1/l0/k
2 6 �h;�1kı.ml0/k2 C

2
41C 	�11

0
@1 � 2h�0 C

2�l0X
lD2

hlC l2�l0
Ll

1
A
3
5 � I �ml0

6 �mh;�1kı.l0/k
2 CN.hd�	 C �
/2

2
41C 	�11

0
@1 � 2h�0 C

2�l0X
lD2

hlC l2�l0
Ll

1
A
3
5

�

2�l0�2X
jD0

.�l0 � jj � .�l0 � 1/j/

jX
lD0

C ljh
lLl �

�
1 � .�h;�1/

m

1 � �h;�1

�
;

(A.7)
where �h;�1 is defined in (11). In addition, by (A.1), we have

kı.t C �/k2 6
 
1C 2h sup

k>0
kLG.k/k C h

2 sup
k>0
kLG.k/k

2 C 	2

!
kı.t/k2

C

"
	�12

 
1C 2h sup

k>0
kLG.k/k C h

2 sup
k>0
kLG.k/k

2

!
C 1

#
� kh.LG.t/ ˇZ.t//

T 1

� h.LG.t/ ˇZ.t//1C4r.t/ � JN 4 r.t/k
2

6�h;�2kı.t/k2 C
�
	�12 .1C 2hLC h2L2/C 1

�
� kh.LG.t/ ˇZ.t//

T 1

� h.LG.t/ ˇZ.t//1C4r.t/ � JN 4 r.t/k
2;

(A.8)
where �h;�2 is defined in (11). This together with (A.2), k.LG.0/ ˇ Z.0//1k1 6 d�Cx and
(A.8) gives

kı.l0/k
2 6 NC 2ı �

�l0
h;�2
CN

�
2hd�Cx C �


�2 �
	�12 .1C 2hLC h2L2/C 1

�
�
�l0
h;�2

C
N.h	d� C �
/2

�
1 � �

�l0
h;�2

�
1 � �h;�2

�
	�12 .1C 2hLC h2L2/C 1

�
:

(A.9)

For any t > 0, setmt D b tl0 c. Then, 0 6 t�mt l0 6 l0. By (A.7), (A.8), (A.9), and �h;�1 2 .0; 1/,
we have
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kı.t C �/k2 6 �.tC��mt l0/=�
h;�2

kı.mt l0/k
2 C

.t�mt l0/=�X
iD0

�ih;�2

�
	�12 .1C 2hLC h2L2/C 1

�
�
��h.LG.t�i�/ˇZ.t�i�//1�h

�
LG.t�i�/ˇZ.t�i�/

�
T1C4r.t�i�/�JN4r.t�i�/

��2
6

8<
:NC 2ı �2�l0h;�2

CN	�12 .2hd�Cx C �
/
2�
2�l0C1

h;�2

C
N	�12 .h	d� C �
/2�

�l0C1

h;�2

�
1 � �

�l0
h;�2

�
1 � �h;�2

9=
; �mt�1h;�1

CN�h;�1	
�1
1 .hd�	C�
/2�

�l0
h;�2

2�l0�2X
jD0

.�l0�jj�.�l0�1/j/

jX
lD0

C ljh
lLl

1 � �mt�1
h;�1

1 � �h;�1

C
N�h;�2	

�1
2 .h	d� C �
/2

�
1 � �

�l0
h;�2

�
1 � �h;�2

:

(A.10)
By the definition of ´ij .t C �/ in (9) and Assumption (A2), we have

ˇ̌
´ij .t C �/

ˇ̌
6 max

°	
2
;
ˇ̌
Oxj i
�
� tj i
�
� xj .t C 1/

ˇ̌±
; (A.11)

where � tj i D max¹t1 6 t W j 2 NCi .t1/º and t � � tj i 6 p0� . Furthermore, by the definition of the
decoder ‰j i in (3), we have

ˇ̌
Oxj i
�
� tj i
�
� xj

�
� tj i
�ˇ̌
<
	

2
: (A.12)

Similar to (A.10) for ı.� tj i /, and noticing (10), we have

ˇ̌
xj .t C �/ � JN r.t/

ˇ̌
6M

1
2

2 ;
ˇ̌
xj
�
� tj i
�
� JN r

�
� tj i � 1

�ˇ̌
6M

1
2

2 ;

whereM2 is defined by (11). Thus,
ˇ̌̌
xj .t C �/ � xj

�
� tj i

�ˇ̌̌
6M

1
2

2

ˇ̌̌
JN

�
r.t/ � r

�
� tj i � 1

��ˇ̌̌
. This

together with (A.12) gives

ˇ̌
Oxj i
�
� tj i
�
� xj .t C �/

ˇ̌
D
ˇ̌�
Oxj i
�
� tj i
�
� xj

�
� tj i
��
�
�
xj .t C 1/ � xj

�
� tj i
��ˇ̌

6 	
2
CM

1
2

2

ˇ̌
JN

�
r.t/ � r

�
� tj i � 1

��ˇ̌
:

Therefore, by (11), (A.2), and (A.11), one can obtain

	�1jM ´
ij.tC�/j 6 	

�1j´ij .tC�/jCh	
�1
���.LG.tC�/ ˇZ.tC�//�.LG.tC�/ ˇZ.tC�//

T
�

1
��
1

C h	�1kLG.tC�/ı.t C �/k1 C 	
�1k 4 r.t C �/k1

6 1
2
C 	�1CpM

1
2

2 C 	
�1Cr C hd

� C 2h	�1d�M
1
2

2

D
1

2
CM1.h; �; 	; 	1; 	2/ <

	
M1.h; �; 	; 	1; 	2/ �

1

2



C 2 6 K C 1

2
;
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where M2 is defined in (11). Thus, no quantizer is saturated at time t C � . From (10) and (A.10), it
follows that the dynamic consensus has a steady error # as t !1, which is

#.h; �; 	; 	3/
�
D max

i2V
lim sup
t!1

ˇ̌̌
ˇ̌̌xi .t/ � 1

N

NX
jD1

rj .t � �/

ˇ̌̌
ˇ̌̌ D max

i2V
lim sup
t!1

ˇ̌̌
ˇ̌̌xi .t/ � 1

N

NX
jD1

xj .t/

ˇ̌̌
ˇ̌̌

6
p
N
�
hd�	C�


�8<:
�h;�1�

�l0
h;�2

	1.1��h;�1/

2�l0�2X
jD0

.�l0�jj�.�l0�1/j/

jX
lD0

C ljh
lLl

C
�h;�2

�
1��

�l0
h;�2

�
	2.1��h;�2/

9=
;
1
2

:

This together with (12) gives (13). �

APPENDIX B: PROOF OF THEOREM 2

Proof
Noticing 1TLG D LG1 D 0, from (17), we have JNX.tC�/ D JNX.t/CJN 4 r.t/ D JNX.0/CPt=�
pD04r.p�/ D JN r.t/. Thus,

ı.t C �/ D .I � hLG/ ı.t/C hLGe.t/C4r.t/ � JN 4 r.t/;

e.t C �/ D .IChLG/ e.t/�hLGı.t/C4r.t/�	Q
�
	�1..IChLG/e.t/�hLGı.t/C4r.t//

�
;

(B.1)
where ı.t/; e.t/ are defined in (5) and (17), respectively. Because G is balanced, by [5, Theorem 7]
and Assumption (A4), we have �2.L OG/ > 0 and hence

kı.t C �/k2 D ıT .t/
�
I � 2hL OG C h

2LTGLG
�
ı.t/C khLGe.t/C4r.t/ � JN 4 r.t/k

2

C 2ıT .t/
�
I � hLTG

�
.hLGe.t/C4r.t/ � JN 4 r.t//

6
�
1 � 2h N�0 C h

2L
2
C 	3

�
kı.t/k2 C khLGe.t/C4r.t/ � JN 4 r.t/k

2

C 	�13 k
�
I � hLTG

�
.hLGe.t/C4r.t/ � JN 4 r.t// k

2

6 �h;�3kı.t/k2 C
h
	�13

�
1 � 2h N�0 C h

2L
2
�
C 1

i �
hLke.t/k C

p
N�


�2
;

(B.2)

where 	3 is a positive constant. From (B.1) and K > K2.h; �; 	; 	3/, it is obvious that no quantizer
is saturated at the initial time. Assume that no quantizer is saturated at time k D 0; �; � � � ; t . Then,
we will show that under the quantization level K > K2.h; �; 	; 	3/, no quantizer will be saturated
at t C � . In the conduction later, we will use the upper bound estimate for e.k/, that is, ke.k/k1 6
1
2
	; k D �; � � � ; t C � . By (B.2) and Assumption (A3), we have

kı.t C �/k2 6 .�h;�3/t=�C1kı.0/k2 C .�h;�3/t=�C1	�13
�
hLke.0/k C

p
N�


�2

C

t=��1X
kD0

.�h;�3/
kC1	�13

�
hLke.t � k�/k C

p
N�


�2

6 .�h;�3/t=�C1N
�
C 2ı C	

�1
3 .hCxLC�
/

2
�
C
N�h;�3	

�1
3 .h	L=2C�
/2

1��h;�3
.1�.�h;�3/

t=� /:

(B.3)
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From this, it follows that

	�1 k.I C hLG/e.t C �/ � hLGı.t C �/C4r.t C �/k1

6 	�1kI C hLGk1ke.t C �/k1 C 	
�1hkLGk � kı.t C �/k C 	

�1k 4 r.t C �/k1

6 ‚2 C
1

2
< b‚2c C

3

2
6 K C 1

2
;

where ‚2 is defined in (18). This together with K > K2.h; �; 	; 	3/ implies that no quantizer is
saturated at time t C � . From (10) and (B.3), we conclude that the dynamic consensus will have a
steady error as t !1, upper bounded by

#.h; �; 	; 	3/ D max
i2V

lim sup
t!1

ˇ̌̌
ˇ̌̌xi .t/ � 1

N

NX
jD1

xj .t/

ˇ̌̌
ˇ̌̌ 6 pN.h	L=2C �
/  �h;�3

	3.1 � �h;�3/

� 1
2

:

Thus, by (19), we have (20). �
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